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A High Precision Method for Analysis of Fluorescence Lifetime

Imaging Microscopy Data Based on Levenberg-Marquardt Technique
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Abstract A high precision Levenberg—Marquardt (LM) iterative algorithm for the analysis of fluorescence lifetime
imaging microscopy (FLIM) data is reported. The performance of this method was tested on the time—resolved
fluorescence intensity images of fluorescence lifetime standard dyes and real biological images. The method is
applicable for various fluorescence decay functions and has better estimation precision based on iterative nonlinear
least squares minimization algorithm. It indicates that the LM iterative technique for FLIM analysis represents a
precise and versatile method that enables practical applications of FLIM in biology, biochemistry, biophysics, and
medical diagnosis.
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1 Introduction

Fluorescence lifetime imaging is a nondestructive optical method extensively used in biology, biomedical
and biochemical applications. Fluorescence lifetime map could quantitatively measure the intracellular
microenvironment such as pH, Ca’" concentration, oxygen concentration, since lifetime reveals the non-
radiative decay phenomena in the cellular environments which are hardly quantified via steady—state intensity
imaging"', and it could monitor fluorescence resonance energy transfer in which intensity contrast is limited
by the spectral overlap®.

Fluorescence lifetime imaging microscopy (FLIM) is mainly performed either in the frequency or time
domain. In the frequency domain, fluorescence emission is excited by sine modulated light, in which lifetime

is computed through a phase shift and an amplitude modulation in the emission intensity. In the time domain,
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fluorescence sample is excited by short pulsed light, and fluorescence is recorded as intensity decay curves.

The method presented in this paper is focused on time-domain FLIM data®.

In the context of time—domain FLIM, the measured fluorescence response (fIRF) from the fluorescence
sample by the short pulse laser is the convolution of intrinsic fluorescence impulse response function (iIRF)
with instrument response function (IRF)M. To nearly resemble the iIRF, it always uses picosecond or
femtosecond laser pulse to resemble the function excitation which can almost eliminate the influence of
convolution. The influence of the IRF by short picosecond gate or high speed detector is also ignored. For
the analytic result, the decay curve of iIRF is approximately the same as the parameters of fIRF, which can
compute the precise value of fluorescence lifetime'™.

The most commonly used analysis technique for time—-resolved FLIM data is rapid lifetime determination
(RLD) and linear least squares (LLS) method. These methods both model the iIRF as a single exponential
function and compute the lifetime value by linear least squares method or equation solution directly”. There
are, however, some limitations in these methods. First, the exponential model parameters are actually
nonlinear and the exponential mode linearization abandons some estimation accuracy. Second, a single—
exponential model can not represent most iIRF of fluorescence samples, as multi—exponential expansion
is a much more general model form considering complex biological characterization.

A nonlinear least squares optimization for FLIM data analysis based on Levenberg—Marquardt (LM) iterative
technique is firstly introduced and validated. In this method, the lifetime value at each pixel of FLIM image
is optimized based on LM iterative condition. Since the parameters of iIRF are nonlinear, it is more precise
to apply nonlinear least squares optimization. For the time domain FLIM image computation, the LM algorithm
combines the advantages of the steepest gradient descent method with the Newton method. The algorithm
obtained its operating stability from the steepest gradient descent method, and adopted the accelerated
convergence in the minimum vicinity from the Newton method”®. Not limited by the iIRF models, LM
algorithm can estimate the parameters of multi—exponential or other expansion forms that facilitate various
FLIM applications.

The performance of this algorithm is validated by fluorescence lifetime standard and time-resolved
biological image data. The lifetime images are compared with the results processed by RLD and LLS methods,
and we compute the mean lifetime value and its histogram of region of interest (ROI). The LM algorithm has
better estimation precision, smaller standard deviation and more centralized numerical distribution. This
method will facilitate applications of FLIM requiring really high estimation precision, such as FLIM imaging

for cancer diagnosis.

2 Methods

2.1 Least squares optimization method of fluorescence lifetime parameter
In the context of time—domain FLIM, the objective of data analysis is to obtain the lifetime parameter
of iIRF using the series of time—gated fluorescence intensity images I(r,t,) , here r denotes the pixel loca-

tion and ¢, is the delay time. The iIRF model of fluorescence sample to estimate could be defined as

~th

k
I(t)= Za,exp(—z/f,). Here, a, denotes the i" exponential coefficient and 7. denotes the " lifetime value.
i=1

i=

The problem that estimates the parameters of this exponential model can be framed as nonlinear least
squares optimization.

The cost function at the " pixel is defined as the sum of squared residuals of the estimated decay:
1 C_Ix .
S(B:0)=5 X [LB:0=y] =72 [0 =TF@ F), ey

where F(x) is the vector—valued function consists of f,(x). The computation of lifetime 7 is to find the vector
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B that minimizes the cost function S(B;:) and consists of «,, 7, based on the exponential iIRF. Since the
residuals are not linear to the S(f;1?), it is necessary to use a precise and fast convergence updating method.
2.2 Levenberg-Marquardt iterative lifetime computation method

Like other nonlinear optimization method, LM is an iterative numerical minimization algorithm which
gradually converges to a minimum with an initial guess. To approximate the final estimated parameter
vector, the parameter vector B is replaced by a new vector B+6 in each iterative step. To update §,
the function /(8;1) is expanded by the first—order Taylor approximation™.

[(B+o:0)=1(B;0)+J5, 2
where the Jacobian matrix J=09/(8;t)/08 is the gradient of / respect to . Based on this, the cost func-
tion could be represented in vector notation,

S(B+8:0)=||y - 1(8:0)- J8|| . (3)
Since the gradient of the cost function S(B;t) is zero at the minimum, it gives the & and the final
estimated lifetime parameter by taking the deviation with respect to 6§,
(J"'J)ﬁ:]"'[y—](ﬁ,t)]. 4
This is the iterative condition of Gauss—Newton method which converges quickly near the minimum.
However, the method takes large, uncontrolled steps and will fail to converge if the initial guess is bad.
To remedy this shortcoming, Levenberg and Marquardt suggested damping the J'J matrix by a diagonal
cutoff. The LM algorithm updates the § according to
[J7J+A diag(J" )]s =J"[y - 1(B.1)], (5)
where J'J is a positive—definite, diagonal matrix representing the relative scaling of the parameters and
A is a damping parameter adjusted by the algorithm. When A is large, the method takes a small step in the
gradient direction”. As the method is near a solution, A is chosen to be small and the method converges
quickly via the Gauss—Newton method.
For the time—resolved FLIM image data, the implementation of LM algorithm consists of four steps
iteratively, the algorithm is applied pixel by pixel.
1) Update the function and Jacobian matrix values based on the current parameters (given the initial
guess), update the scaling matrix and damping parameter A ;
2) Compute a new parameter step vector and evaluate the function based on the new parameter value;
3) Accept or reject the parameter step 6 depending on whether the cost function has decreased at
the new parameter S ;
4) Stop if the algorithm has met any of the desired convergence criteria or has exceeded the limit of
iterations or function evaluation condition.
2.3 Method validation on FLIM data
The performance of the introduced algorithm was tested on: 1) time-resolved fluorescence lifetime
standard intensity images; 2) time—-resolved nematode fluorescence intensity images.
2.3.1 Instrument for FLIM measurement
The FLIM imaging was accomplished using a time—domain wide—field time—gated instrument. The key
component of the FLIM system was an ICCD detector (PI-MAX4, Princeton Instrument) coupled to a 70 mm
fixed focus lens. A series of pulsed laser (372 nm, 70 ps FWHM, 1 MHz) was generated by a picosecond laser
diode (PDL 800-B, PicoQuant GmbH), which was used for excitation. A dichroic mirror was used to separate

[10]

the excitation pulse and the fluorescence emission . The current system could acquire the time-resolved

images with a delay resolution of 10 ps.
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2.3.2 Fluorescence lifetime standards and nematode images

To validate the performance of LM algorithm, a series of time—resolved fluorescence intensity images with
known lifetime were acquired. We recorded FLIM images of two different fluorophores separately. The
fluorophores are rhodamin B (Acros) and 9-cyanoanthracene (TCI) dissolved in ethanol. The solution in
the quartz cuvette was placed on the sample stage.

Another sample of nematode containing green fluorescent protein (GFP)"" offered by Becker & Hickl
GmbH company was validated by LM algorithm. A series of time—gated images were acquired within time

windows of 0.5 ns starting from the excitation pulse.

3 Results and discussion
3.1 Validation on fluorescence lifetime standards

The lifetime maps of rhodamin B and 9-cyanoanthracene solvent processed by LM algorithm are shown
in Fig. 1. The lifetime values (mean lifetime + standard deviation) of them are (2.45+0.11) ns (rhodamin B)
and (10.24+0.88) ns (9—-cyanoanthracene), which are computed from the region of interest (the region that
laser illuminates for these images). These values are in good agreement with the same fluorescent standards
as others reported"”. The histograms of two FLIM maps shown in Fig. 2, illustrate that this algorithm is

accurate and has uniform distribution.

Fig.1 Validation results of the algorithm on FLIM images of standard fluorophores.

(a) Lifetime map of rhodamin B solvent; (b) lifetime map of 9-cyanoanthracene solvent
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Fig.2 Histograms of lifetime maps. (a) Rhodamin B solvent; (b) 9-cyanoanthracene solvent

3.2 Validation on nematode images

Results from the analysis of FLIM images of nematode containing GFP are given in Fig. 2. Besides the
LM algorithm [Fig. 3(c)], the images processed by RLD [Fig. 3(a)] and LLS [Fig. 3(b)] are shown as well.
The lifetime values of the three methods are (3.98+1.23) ns (RLD), (3.76+1.14) ns (LLS), (3.91+1.07) ns
(LM), respectively. The histograms of the three methods are illustrated in Fig. 4, it is obvious that the LM
algorithm has better precision, including smaller standard deviation quantitatively and more centralized

lifetime distribution qualitatively.

4 Conclusion

To summarize, we have presented a new LM iterative method for FLIM data analysis. The method has been
validated on the FLIM data from fluorescence lifetime standards, time—-resolved images. The main advantage
of the introduced method is smaller standard deviation and applicability to different iIRF models. Current

effort about this work focuses on LM algorithm combining with optimization of the number and the delay
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interval of time-resolved fluorescence intensity images to enhance the FLIM image quality.

Fig.3 Lifetime images processed by (a) rapid lifetime determination; (b) linear least squares method,;

(c) LM iterative algorithm
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Fig.4 Histograms of lifetime images by (a) rapid lifetime determination; (b) linear least squares method;

(c) LM iterative algorithm
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